Message from the General Chairs

Welcome to the 16th International Symposium on Code Generation and Optimization (CGO), held at the Austria Trend Eventhotel Pyramide, located just to the south of Vienna, Austria, February 24-28, 2018.

CGO provides a premier venue to bring together researchers and practitioners working at the interface of hardware and software on a wide range of optimization and code generation techniques and related issues. The conference spans the spectrum from purely static to fully dynamic approaches, and from pure software-based methods to specific architectural features and support for code generation and optimization.

CGO’s strong reputation is the effort of many people, including the Program Committee and the numerous authors and speakers that contribute to the technical program. We thank this year’s Program Chairs (Teresa Johnson and Michael Boyle) for helping put together an excellent technical program involving 30 high-quality research articles. We also thank the Workshop and Tutorials Chair (Stephen Siegel) for putting together a highly selective set of workshops and tutorials, including domain specific languages, reversible computing, and the LLVM compiler infrastructure.

CGO is fully committed to further strengthen its Artifact Evaluation process. Authors of accepted papers have been invited to formally submit their supporting materials to the Artifact Evaluation process, run by the Artifact Evaluation Committee, chaired by Michel Steuwer and Grigori Fursin. The task of this committee is to assess how the artifacts support the work described in the papers. We continue to highlight papers, which have successfully passed the artifact evaluation, and this year we also mark these papers in the proceedings with the respective stamps on the front page. This will also allow to search for papers based on an existing artifact evaluation in the ACM digital library in future.

CGO’s technical program is held in conjunction with the 24th International Symposium on High-Performance Computer Architecture (HPCA) and the 23rd International Symposium on Principles and Practice of Parallel Programming (PPoPP), and the 27th International Conference on Compiler Construction (CC). HPCA
provides a high-quality forum for scientists and engineers to present their latest research findings in this rapidly-changing field. PPoPP is the forum for leading work on all aspects of parallel programming, including theoretical foundations, techniques, languages, compilers, runtime systems, tools, and practical experience. CC is interested in work on processing programs in the most general sense: analyzing, transforming or executing input that describes how a system operates, including traditional compiler construction as a special case.

The three conferences CGO, HPCA, and PPoPP are held together, side-by-side, on the same main conference days, CC during the workshop days. The co-location is intended to foster collaboration between the communities by bringing together software and hardware architects, programming language designers, and compiler writers.

The three keynote speeches, and this year also a panel on women in academia and industry, are joint between the three conferences CGO, HPCA, and PPoPP. The side-by-side technical program talks, the co-located Conference on Compiler Construction and the workshops and tutorials, are all open to attendees from any of the conferences.

As in previous years, CGO also hosts a Student Research Competition (SRC) session, offering a unique forum for undergraduate and graduate students to present their original research before a panel of judges and attendees at CGO.

An integrated co-location would not be possible without the effort of CGO’s organizing committee, which has coordinated several logistical details carefully with HPCA and PPoPP. We are extremely grateful for the effort of all members involved. In addition to the Program Chairs, Program Committee, and Organizing Committee, we are grateful to the Austrian Computer Society (OCG) who have helped with the registration and hotel planning, the IEEE/ACM staff that have helped us with the budget, planning, and finances, and Conference Publishing Consulting (CPC) who have helped us with preparing the proceedings.

One of CGO’s long-standing goals is to support student development by providing them with easy access to the conference, heavily subsidizing their travel and registration costs. This is made possible by the generous donations from our industry supporters and our sponsors, i.e., NSF, SIGPLAN and SIGMICRO communities.
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Message from the Program Chairs

We would like to welcome you to CGO 2018 in the beautiful city of Vienna. On behalf of the Program Committee, we are delighted to present the program for the 2018 International Symposium on Code Generation and Optimization. We hope that you find it informative and stimulating.

We selected 30 high quality papers from 105 submissions giving an acceptance rate of 29\%. We had a total of 37 PC members, with 23 from academia and 14 from the industry. The committee consisted of 12 women and 25 men, 3 of whom were from Asia, 8 from Europe, 1 from the Middle East, with the remainder from North America.

Each paper received at least 4 reviews during the double-blind process. In those cases where the PC was less confident in its expertise, the papers received additional reviews from our external reviewer committee.

The program committee meeting was held in New York on October 27th, and was kindly hosted by Google. We would like to thank all PC members for their considerable commitment and effort in selecting the CGO’18 program.

The final program includes papers that focus on traditional and fundamental areas of compiler research, as well as emerging topics such as compiling for heterogeneous architectures, mobile systems, security, and program synthesis.

Finally, we would also like to thank the submission chair Chris Cummins for managing the submission site and facilitating a smooth and seamless PC meeting.

Teresa Johnson, Google
Michael O’Boyle, University of Edinburgh
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Authors of accepted papers were given the opportunity to participate in the artifact evaluation process\(^1\) by submitting a research artifact. ACM defines an artifact as "a digital object that was either created by the authors to be used as part of the study or generated by the experiment itself". The artifact evaluation process checks if the submitted artifact supports the claims made in the paper. Ultimately, artifact evaluation is intended to encourage researchers to take extra care in conducting experiments in a reproducible way and to package experimental workflows and all related materials for making them accessible for others.

This year, 15 artifacts were submitted out of which 14 were successfully evaluated. This means that for half of the accepted papers at CGO 2018 an artifact was submitted. Each artifact received at least two reviews while most artifacts received three reviews form the Artifact Evaluation Committee of 20 researchers and engineers.

Our philosophy of artifact evaluation is that it should act as a mechanism to help authors to prepare their materials and replicate their experimental results. Therefore, the artifact evaluation process was very interactive with authors and reviewers communicating frequently to overcome technical issues with the goal to eventually allow the successful evaluation of the artifact by the reviewer. We would like to thank all authors and reviewers for their efforts in the artifact evaluation!

For the first time, the artifact evaluation of CGO has followed the new ACM Review and Badging guidelines\(^2\) which award papers up to three badges to indicate: 1. if an artifact is publicly available; 2. if an artifact has been functionally evaluated or if base functionality has been exceeded and the artifact is considered easily reusable; 3. if the experimental results have been independently replicated. These badges are printed onto the papers itself but also incorporated into the metadata in ACM’s digital library. This increases their visibility but also allows, for example, to

\(^{1}\)http://cTuning.org/ae/cgo2018.html

\(^{2}\)https://www.acm.org/publications/policies/artifact-review-badging

---
specifically search for papers with artifacts.

We were delighted to see that we were able to award the available and reusable to all 14 accepted artifacts. Eight artifacts were awarded the functionally badge, while six artifacts were awarded the reusable badge.

Michel Steuwer, University of Glasgow
Grigori Fursin, Dividiti/cTuning Foundation
Sponsors
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ACM Student Research Competition

As in previous years, the 2018 International Symposium on Code Generation and Optimization (CGO) hosts the ACM Student Research Competition (SRC). We received eight poster abstracts, of which six were selected to compete in the ACM SRC. Out of these six submissions, four were selected in the graduate category and two were selected in the undergraduate category. All submissions were reviewed by five members of the selection committee. Each reviewer attributed up to 30 points to a submission and provided a short comment. The submissions were then ranked according to their total score. We would like to thank the General Co-Chairs and Program Co-Chairs for helping with our inquiries and for their initiative during the preparations of the SRC. Special thanks go to the members of the selection committee for reviewing all the abstracts on time and to all the authors who submitted a poster abstract, as well as all students who participated in the SRC.
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Register allocation is a mandatory task for most compilers. Often, global register allocation approaches such as linear scan or graph coloring are used. The flexibility of these approaches is limited since they process a whole method at once. We developed a novel trace register allocation framework which competes with global approaches in both compile time and code quality. Instead of processing the whole method, our allocator processes linear code segments (called traces) independently and can therefore select different allocation strategies based on the characteristics of a trace. This provides us with fine-grained control over the trade-off between compile time and peak performance.

When having a close look at compilation units, we see that not all parts of the method are equally important. Most optimizing compilers use global register allocation, i.e., they process a whole method at once. Compiler optimizations, such as inlining or code duplication, cause methods to become large. This poses two problems: (1) Register allocation time increases with method complexity, often in a non-linear fashion. (2) Different regions contribute differently to the overall performance of the compiled code. We assume that most time is spent in a small portion of the method. Global allocators do not differentiate between important and unimportant parts, or only in a limited way.

We solved the problems with a non-global approach based on traces, i.e., a sequence of sequentially executed code. Traces are constructed using profiling feedback. They are allocated independently, potentially using different strategies. We use strategies that yield good code quality for important traces and fast strategies for the others. Our framework consists of four components: (i) Trace Building partitions the blocks of the control-flow graph into traces. (ii) Global Liveness Analysis captures the liveness of variables at trace boundaries. (iii) Allocate Traces: For each trace, we select the most suitable register allocation strategy: Linear Scan for high-quality code, Bottom-Up for fast allocation. Due to the linear structure of traces, strategies are significantly simpler compared to a global algorithm. (iv) A global Data-flow Resolution pass is required since the locations of variables might be different across an inter-trace edge.

To validate our approach, we needed to answer the following questions: (1) Can a trace-base approach achieve peak performance similar to that of a global approach? (2) Can we improve compile time and/or peak performance by switching allocation strategies within a method? We implemented our approach in GraalVM and evaluated it using standard benchmarks, including DaCapo, SPECjvm2008 and SPECjbb2015. The results shows that our approach can compete with a global allocator. In addition, the flexibility allows us to save up to 40% allocation time.

Automated Partitioning of Data-Parallel Kernels using Polyhedral Compilation
Alexander Matz, Institute of Computer Engineering Heidelberg University

GPUs are well-established in domains outside of computer graphics, including scientific computing, artificial intelligence, data warehousing, and other computationally intensive areas. They differ in many regards from general-purpose CPUs, for instance, the highly parallel architecture, the bulk-synchronous execution model, and the data-parallel programming model. Due to their thread hierarchy, GPU workloads can be safely partitioned along boundaries formed by the blocks of threads, with the most efficient partitioning strategy depending on the application’s memory access patterns.

We leverage these observations for a concept that compiles single-GPU code for an execution on multiple GPUs. In this work, we present this concept (called Mekong) and provide a prototype performance analysis. The two key components are polyhedral compilation and a run-time system. Static analysis extracts memory access patterns within a kernel as a function of the kernel’s execution grid and
polyhedral codegeneration enables efficiently enumerating the buffer chunks making up the read or write set of a kernel instance. The runtime system consists of static, pre-compiled code that replaces host-side CUDA API functions such as buffer allocations, data movements, and kernel launches. These functions, originally performing their actions on a single GPU, are replaced by functions that perform the equivalent action on multiple GPUs instead. The replacements for memcopies and kernel launches require knowledge about the memory access patterns of the kernels of an application. For this, the run-time system relies on the code previously generated.

Having multiple instances of a buffer on multiple GPUs requires keeping track of the instances owning the most recent elements of the buffer. A tracker based on a red-black tree solves this with low time overhead and agnostic to the memory access pattern of any specific application. Full knowledge about which data is required on which GPU is only available at kernel launch time, which include the execution grid configuration and kernel arguments shaping memory access patterns. Due to this, data movements to and among GPUs are deferred at the API Call site and executed just before kernel launches instead, using the ownership information in the tracker.

The scope of the Mekong project is applications exhibiting memory access patterns that can be accurately modelled using Z-polyeder. The concept is implemented using the LLVM compiler infrastructure and libraries for polyhedral analysis and code generation. The performance and feasibility is verified based on three regular benchmarks selected from the Berkeley Dwarves. The hardware platform is a dual socket Intel node, equipped with 8 NVIDIA K80 cards, resulting in a total of 16 GPUs. We observe speedups of up to approximately 12x, and that the total fraction of the execution time spent for communication ranges from up to 16% for matrix multiplication down to less than 1% for an n-body simulation. This demonstrates the feasibility of the concept, as well as the low overhead at execution time. Future work will focus on extending the coverage, exploring the use of unified memory and overlap in between computation and communication.

**A C++/CUDA DSL for Object-oriented Programming with Structure-of-Arrays Data Layout**

Matthias Springer, Tokyo Institute of Technology

Previous work has demonstrated that Structure of Arrays (SOA) is an effective technique for achieving high performance on SIMD architectures such as GPUs or CPUs with vector instructions. Given a C struct or class, SOA groups all values of a field together. This is contrary to traditional Array of Structures (AOS), where the fields of every object are grouped together, and allows for more efficient memory access (parallel vector register loads, memory coalescing on GPUs) and cache usage.

The goal of our research is to provide a mechanism that lets programmers write object-oriented code in readable and concise AOS style, while automatically layouting data as SOA in the background. Existing C++ libraries like SoAx or the Intel SPMD Program Compiler (ispc) provide that functionality for C structs without methods. Our research extends that work to object-oriented programming. The contributions of our research prototype Ikra-Cpp are support for classes, methods and constructors with minimal changes to standard C++ notation in both C++ and CUDA. Our approach is closer to SoAx than to ispc: We are developing a lightweight C++ library/DSL instead of a new C++ compiler or invasive compiler extension, due to the high engineering effort of compiler construction.

Ikra-Cpp stores all data of a SOA class in a large statically allocated storage buffer. Whenever a field is accessed, Ikra-Cpp calculates the address at which the storage buffer is accessed. Our main insight is that this can be achieved efficiently and seamlessly (without changing AOS-style notation) in C++ with template metaprogramming, operator overloading and preprocessor macros. SOA objects are always referenced with pointers and cannot be stack allocated. Pointers to SOA objects do not point to actual data but are used to encode object IDs (fake pointers). For example, the address 0x1 is used to
reference the first object. Fields must be declared with special types (e.g., float). Their implicit conversion and assignment operators compute the object ID from their “this” pointer and access the storage buffer at the correct location.

Developing Ikra-Cpp is challenging from a technical point of view: Due to the complex combination of operator overloading and address computation, it is harder for C++ compilers to apply optimizations. While Ikra-Cpp is now on par with hand-written SOA code in gcc, clang still has trouble performing automatic loop vectorization.

A General Purpose Automatic Overlapped Tiling Technique in Polyhedral Frameworks
Jie Zhao, INRIA & École Normale Supérieure

Loop tiling is an essential transformation to exploit data locality and parallelism, being implemented as a general technique in numerous existing polyhedral frameworks including Pluto, PPCG, etc. and domain specific automatic code generators like PolyMage. Typically, automatic polyhedral frameworks either choose to implement the parallelogram tiling, avoiding the difficulty in performing code generation but leading to pipelined startup, or resort to sophisticated tiling shapes, e.g., diamond tiling, enabling concurrent startup but complicating both scheduling and code generation. Overlapped tiling is a technique designed to eliminate pipelined startup by modifying tile shapes obtained from existing frameworks, but no implementations for general purpose multicores have been reported in a polyhedral framework except those domain specific code generators, preventing its application in general purpose languages and missing a comparison with other state-of-the-art techniques.

We design and implement an automatic overlapped tiling technique for both general purpose and heterogeneous multicores in a polyhedral framework, neither being restricted to domain specific languages nor introducing sophisticated rescheduling in polyhedral frameworks. We first let a general polyhedral framework perform a parallelogram tiling and then expand the bounding faces of a tile by taking into consideration the constraints caused by inter-tile dependences, followed by expressing with well-defined nodes in a schedule-tree-based intermediate representation in general polyhedral frameworks, and finally achieve automatic code generation for overlapped tiling.

We conduct some preliminary experiments on both stencil computations and image processing pipelines extracted from the PolyMage benchmarks but written in general purpose languages, validating our technique is comparable with the state-of-the-art diamond tiling on stencil computations by finely selecting tiling sizes without modifying the scheduler of a polyhedral framework and achieves the performance the same as or even better than PolyMage for image processing pipelines without resorting to domain specific languages.

LLVM Superoptimizer
Siddharth Bhatia and Yash Sinha, BITS Pilani

Although superoptimizers have the capability to discover the best machine specific optimizations without writing manually the code transformations or searching for optimal instruction sequence, they are yet to be widely used. We extend the GreenThumb framework and present an LLVM superoptimizer. We take up the LLVM Intermediate representation (IR) instructions, exploit the unique strengths of enumerative, stochastic, and symbolic (SAT-solver-based) search algorithms and generate equivalent but faster instructions.

We extend the framework for parallel architectures that handles complex instruction types such as vectors. A parallel to sequential optimisation is generally thought of as unlikely. But due to
parallelization, certain optimisations cannot be introduced, which could have been present in the sequential version of a code. We recognize the overhead of fork-join model in parallel programs, serialize the code to a sequential version, and superoptimize the resulting code. Consequently, the generated code runs faster as it avoids bottlenecks such as WAR dependency, wait for resources, network communication latency, pipeline stalls etc. This benefits single-core machines.

Secondly, we superoptimize to balance the workloads between two parallel running blocks to optimize processing time and resource accesses. For example, in a CPU that implements simultaneous multithreading, the superoptimization aids conflict resolution on shared resources so that concurrent running threads do not hamper each-other’s performance.

Fast and Flexible Instruction Selection with Constraints
Patrick Thier, Institut fur Computersprachen Technische Universitat Wien

Instruction selection is an important component of code generation and a variety of techniques have been proposed in the past, ranging from simple macro expansion that selects target instructions based on a single node of the intermediate representation (IR) to global instruction selection methods on the whole IR graph. Simpler methods tend to be faster, but produce slower code. Instruction selection in JIT compilers is especially difficult as fast techniques are needed while still maintaining good code quality. Bottom-up tree-parsing automata, as generated by burg, offer a good trade-off between speed and code quality. The Java HotSpot Server compiler is a prominent example for using this technique. Code quality in tree-parsing instruction selectors can be further improved by using dynamic costs to gain flexibility and to handle situations such as read-modify-write instructions efficiently. The disadvantage of dynamic costs is that the tree grammar can no longer be turned into a tree-parsing automaton, limiting their use to slower tree parsing methods like dynamic programming at compiler run-time.

In this work we introduce constraints as a replacement for dynamic costs. The typical use of dynamic costs in a tree grammar is to determine whether a rule is applicable, by giving that rule a fixed, small cost if it is (based on contextual information not expressible in a tree grammar), and an infinite cost if it is not. Constraints are a formalization of these applicability tests. In a tree grammar with constraints, rules are assigned a fixed cost that is optionally augmented with a condition (the constraint). As only static costs are used, all possible states can be pre-computed and the grammar can be turned into a fast tree-parsing automaton. At instruction-selection-time the state of a node is looked up using the node’s operator and the states of the node’s children as in traditional tree-parsing automata. If any of the optimal rules of a state has a constraint assigned, the constraint is evaluated and if evaluation fails, a fall-back state not utilizing the constrained rule is used instead.

At instruction selector generation these fall-back states need to be computed accordingly. The concept was implemented in a tree-parser generator called cdburg. To evaluate the impact of constraints on compilation time, lcc was modified to use cdburg instead of lburg. In addition cdburg was utilized as instruction selector in a Java VM JIT compiler that is under development. We recorded instruction selection speedups by a factor of 1.33 – 1.89 while maintaining the same code quality as if dynamic costs were used.
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